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ABSTARCT:

Peer-to-peer networks have to streaming the videonahe Internet. In Peer-to-peer systems, peer
interest plays the central role in content transmision and storage and each peer pulls content onlfythe
content is of interest. Once pulled content has beestored locally, that peer may then in turn distrbute
this content to yet other self-interested peers. Sthis system has to make more congestion and servead
in the network. In P2P streaming system, the upstem bandwidth of peers are larger than video
playback rate. This system does not overcome the sipeam bandwidth limitation by server based stream
delivery. But, the push-to-peer system does not relon content servers except in the push phase. Sbis
system can overcome the bandwidth limitation. In tis system, the uplink bandwidth is smaller than vido
playback rate. In this project is content placementand associated pull policies that allow the optimause
of uplink bandwidth in push-to-peer video-on-demandsystem. The initial content placement increases ¢h
content availability and improves the use of peer plink bandwidth. The mostly required videos are
proactively pushed to the set-top-boxes in the digil subscriber line networks during time of low netvork
utilization that is in the early morning. There are two approaches used for content placement and pull
policies, which are Full striping scheme and Codedsed placement scheme. The client can easily
download and play out video from set-top-boxes. Soye can reduce server load, network load and
downloading time. In Full striping scheme, videos @ strip into video blocks and push the distinct wileo
block into the set-top-box. This system has to prage high quality of video streaming and to reducehe
client’s waiting time. This system can reduce theesver load, network load and congestion. In Code-tsed
placement scheme, videos are encoded into coded &phby using rate less code algorithm. This
approach could eliminate the box failure in full stiping scheme. When the client’s required data is ot
available in the set-top-box, then the distributegorefetching protocol used to directly connect cliento the
video server and streaming the video from video seer to client.

Keywords: Full striping scheme, Code-based placement scheipstream bandwidth, Distributed Prefetching
Protocol, Set-top-box, video streaming, Push phagk phase etc.

1. INTRODUCTION

1.1.Video-on-Demand System

Video-on-Demand (VOD) systems either stream contewsugh a set-top box, allowing viewing in reahd, or
download it to a device such as a computer, digi¢o recorder, personal video recorder or pogtabédia
player for viewing at any time. The majority of éaland telephone company based television provioies
both VOD streaming, such as pay-per-view, wherebgex buys or selects a movie or television prograchit
begins to play on the television set almost insta@busly, or downloading to a digital video recordented
from the provider, for viewing in the future.

Download and streaming video on demand sysprmade the user with a large subset of VCR fuorelity
including pause, fast forward, fast rewind, slowafard, slow rewind, jump to previous/future frame.& hese
functions are called trick modes. For disk-baseelashing systems which store and stream programs fiard
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disk drive, trick modes require additional procegsind storage on the part of the server, becayseate files

for fast forward and rewind must be stored. Memoaged VOD streaming systems have the advantagsraf b
able to perform trick modes directly from RAM, whicequires no additional storage or CPU cyclesherptart

of the processor. It is possible to put video seres LANS, in which case they can provide veryidapsponse

to users. Streaming video servers can also serwedar community via a WAN, in which case the
responsiveness may be reduced. Download VOD serdce practical to homes equipped with cable modems
or DSL connections.

1.2. Peer-to-Peer Network

A Peer-to-Peer (P2P) computer network uses diversaectivity between participants in a network ainel
cumulative bandwidth of network participants rattiean conventional centralized resources wherdadirely
low number of servers provide the core value t@rmise or application. P2P networks are typicalbgd for
connecting nodes via largely ad hoc connectionsh $ietworks are useful for many purposes. Sharimgent
files containing audio, video, data or anythingdigital format is very common, and real time daach as
telephony traffic, is also passed using P2P tecigyolA pure P2P network does not have the notiodiehts

or servers but only equal peer nodes that simubtasig function as both "clients" and "servers" the bther
nodes on the network. This model of network arramge differs from the client-server model where
communication is usually to and from a central serv

1.3. Push-to-Peer System

In this paper, we have to design dPash-to-PeeVideo-on-Demand (VOD) system. In such a systegiewiis

first pushed (e.g., from a content creator) to aufaijon of peers. This first step is performed urghevider or
content owner control, and can be performed duimgs of low network utilization (e.g., early mangj). Note
that as a result of this push phase, a peer mag stmtent that it itself has no interest in, ualtkaditional pull-
only peer-to-peer systems. Following the push phasers seeking specific content then pull contétterest
from other peers, as in a traditional peer-to-ggystem. The Push-to-Peer approach is well-suitedaperative
distribution of stored video among set-top-boxe® iBDSL network [14], where the set-top boxes thdvese
operate under provider control. We believe, howgevbkat the Push-to-Peer approach is more generally
applicable to cases in which peers are long-livedl willing to have content proactively pushed terthbefore
video distribution among the cooperating peersrzegi

We begin by describing an idealized pofar placing video data at the peers during thehpphase - full
striping and its consequent pull policy for dowrdoegy video. We also consider the practical casetiich the
number of peers from which a peer can downloadimbed, and propose a code-based scheme to haiglle t
constraint. We demonstrate that these two placepaidies are optimal among policies that make afsthe
same amount of storage per movie, in that they miaei the demand that the system can sustain. The
remainder of this paper is structured as followsSéction 2, we describe Literature Survey. In iBacs, we
describe the controlled DSLAM setting, and the past pull phases in more detail. We also summadnee
of the important differences between the Push-erRad traditional peer-to-peer approaches for ViD.
Section 4, we describe two policies for placingeddiata at the peers during the push phase.

2. LITERATURE SURVEY

The peer-to-peer concept has been applied to menergl video-on-demand services. P2P networks for
streaming video on the Internet have generatedteoflonterest recently. P2P-based streaming systems
completely rely on peer connections, which makestysem vulnerable to peer or connection failufidgen
combine P2P techniques with the current serventcktreaming model to build a hybrid system thabash
scalable and robust. First, propose a streamingsyBitTorrent Assisted Streaming System (BAS®ppsed

by Danna. et al., [4] for VoD services, where wel dde use of an external streaming server to dthlig
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modified BitTorrent. Clients can simultaneouslyestm from the media server as well as each other via
BitTorrent P2P connections. By maintaining theseneetions, we can reduce the aggregate bandwidth s
the media server and decrease client waiting tiB&Sorrent Streaming (BiToS) proposed by Vlavianesal.,
[6] a protocol with the ability to support streamifased on BiTorent. We identify the piece selectio
mechanism as the only thing that needs to be cldafrgen the original BiTorrent protocol. BiToS beces
aware of the streaming order of the piece, thufepiag pieces that will be played soon. BitTorréuals been
proved to be a very effective mechanism for P2Regdrdistribution. The success of BiTorent liesitsmability

to distribute content quickly by utilizing the cajity of all the peers in the P2P BT network. A prefaching
technique proposed by Sen. et al., [5] wherebyoaypstores the initial frames of popular clips. Wpeceiving

a request for the stream, the proxy initiates trassion to the client and simultaneously requdstsrémaining
frames from the server. In addition to hiding thleag, throughput, and loss effects of a weakerisemmodel
between the server and the proxy, this is simplefiprcaching technique aids the proxy in performing
workahead smoothing into the client playback buffgy transmitting large frames in advance of eaalsty
workahead smoothing substantially reduces the padkvariability of the network resource requirersealbng
the path from the proxy to the client. The proxefpx caching technique for peer-to-peer video stieg
require upstream bandwidth of a peer to be lariyen wideo playback rate. However, most of the &ffbave
focused on efficient tree and mesh constructioauming the upstream bandwidths of peers are largar
video playback rate. Under this assumption p2pesystcan scale to support arbitrarily large numbécddients.

In contrast, we can cope with uplink bandwidths gnghan video playback rate, a condition thatdsah most
access networks, particularly DSL. More recentlgwari. et al., proposed BitTorrent [7] based liteeaming
service under the same assumption of limited uastrbandwidth. In both proposals, the upstream batibdw
limitation is overcome by the assistance of sebased stream delivery in their proposed systemsieider, the
Push-to-Peer system does not rely on content seexeept in the push phase.

Our proposed scheme collectively balaradesub requests for a job. Another related afeaask is the
data placement and pull scheme for video strearsérgices. Several methods have been proposed in the
literature. Particularly, random duplicated assigninstrategy of data blocks and mirroring are pseplofor
VOD servers by Korst and Bolosky et al.,[10] regpeely to address the problem of disk failure. Hwer, we
use a code-based placement that addresses themrolblbox failures Rateless coding algorithm hagerb
proposed by Maymounkov. et al., [3],[11],[12]. Whithese works discuss how to use the codes to dadnl
files using multicast/broadcast transmissions angupeer-to-peer networks, none of these works esfdthe
usage of coding for video streaming or video-on-aetr Other work proposed the use of network cotling
accelerate file download in peer-to-peer netwonk$ocameliorate VOD for P2P. Recently Jin and Basta
proposed a scalable “cache-and-relay” approacthfg]could be used for scenarios similar to the ronévated
above. Using this approach, a recipient of the feedld “cache” the most recently played out portidrthe feed
(after playing it out). Such cached content cobkehtbe used by other nodes in the system who retiigeteed
within some bounded delay. This process of cachimjrelaying the content was shown to scale webkrims of
server as well as network loads. In [9], a detagedlysis of this approach was presented Theretvese
problematic aspects of the cache-and-relay apprdéicst, when a node leaves the system, any otbdem
receiving the feed from that node are disconnecfbds means that such nodes will experience a plignu in
service. Second, to resume, such discon nectedsnodst be treated as new arrivals, which in tuesgnts
added load to the server (and network). This lagtare is especially significant because recenitseby Jin and
Bestavros [13] have shown that asynchronous mettieghniques do not scale as advertised whenntastaot
accessed from beginning to end (e.g., due to npesaturely leaving the multicast and/or when negquential
access is allowed to support VCR functionality) e8fically, Jin and Bestavros showed that techrsqtieat
ensured asymptotic logarithmic server scalabilinder a sequential access model would in effect \@eha
polynomially under non-sequential access models.

Prefetch-and-relay protocol for scaladdgnchronous multicast in P2P systems proposechbynt. et
al., [2] that allows a peer to serve as a sourcetteer peers, while prefetching a portion of ttream ahead of
its play out time in Peer-to-Peer system. In cattta existing cache-and-relay schemes, our schienmore
scalable in highly dynamic Peer-to-Peer systemis iStbecause a departure of a peer does not raeitg$srce
its children peers (for whom it is serving as seito go to the original server. Rather a childrmas continue
its play out uninterrupted from its prefetched daidil it is covers a new source peer. The downlostd is
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sufficiently greater than the play out rate, owtbuted prefetching scheme significantly reduttesload on
the server as it effectively increases the capauftyhe Peer-to-Peer system. At the same timentsliean
achieve a better play out performance. More impdistaa client can proactively switch from one smpeer
to another in order to reduce the transmissionydefés download or to optimize the overall netwdink cost.

We have include that distributed prefetching prot¢2] concept in Push-to-Peer Video-on-Demandesy§l].

The Push-to-Peer System design and analysis megebposed by K. Suh. Et al.,[1]. This system dbedr by
two approaches, which are full striping scheme @tk-based placement scheme.

3. LITERATURE SURVEY

In this section we first propose the full stripingtal placement and code-based data placement schigmes
contrast to full striping, the latter allows a btoxdownload a video from a small number of boxdsgsTs useful
when the number of simultaneous connections thHaixacan support is constrained. VCR operations sisch
jump forward, jump backward, and pause can be stepdy both schemes.

3.1. Full Striping Scheme

A full striping scheme stripes each window of a moaverall M boxes. Specifically, every window ividied
into M blocks, each of size W/M, and each bloclpished to only one box. Consequently, each boestar
distinctblock of a window. A full window is reconstructadla particular box by concurrently downloading M -
1 distinct blocks for the window from the other ML-boxes. Hence a single movie download requestrgéss

M -1 sub-requests, each targeted at a particular Aobox serves admitted sub-requests accordinth¢o
Processor Sharing (PS) policy, forwarding its bk the requested video to requesting boxes. P&his
adequate model of fair sharing between concurr€@® €onnections, when there is no round-trip tinges lzind
the bottleneck is indeed the upstream bandwidthfikteer impose a limit on the number of sub-redsidsat a
box can serve simultaneously. Specifically, to ble &b retrieve the video at a rate of,)Rone should receive
blocks from each of the M - 1 target boxes at edtieast R,/M, where R,is the video encoding/playback
rate. Hence we should limit the number of concurmub-requests being served by each box to at most
Kmax BupM/Reng, where Rip is the upstream bandwidth of each box. This aggres for handling new video
download requests that are blocked because orteedf1t— 1 required boxes is already servingaKdistinct
sub-requests.

3.2. Code-Based Placement Scheme

We describe a modification of full striping, namelyde-based placement, under which the maximum numbe
of simultaneous connections that a box can serbmimded by y, for some y < M - 1. This scheme iappl
rateless coding [3], [11].This rateless coding &thm is describe in section C. A rateless codéhsaasthe LT
code [11] can generate an infinite number of seedatbded symbols by combining the k source symtifaise
original content. The code-based scheme, we hasgedi each window into k source symbols and geesi@k

= (M /(y +1))k coded symbols. We call C is the exgian ratio, where C > 1. For each window, the @kisols

are evenly distributed to all M boxes such thathelbox keeps Ck/M = (1 #)k/(y + 1) distinct symbols. A
viewer can reconstruct a window of a movie by corently downloading any Cky/M distinct symbols fram
arbitrary set of y boxes out of (M — 1) boxes. Toele-based scheme is similar to full striping i@ siense that
distinct (coded) symbols are striped to all M boxXdewever, unlike full striping, only y boxes areeded to
download the video. We now define the pull strateggd for the code-based scheme. The maximum number,
Kmax Of sub-requests that can be concurrently prodessesach box to ensure delay free playback nodsrea
Kma= (Y + 1)By/Rene Under the blocking model, a new request is drdppeless there are y boxes currently
handling less than . sub-requests. In that case, the new request crgasab-requests that directly enter
service at the y boxes currently handling the sesaihumber of jobs. Under the waiting model, eawh lias a
gueue from which it selects sub-requests to sdfaeh new movie download request generates M -1 sub-
requests that are sent to all other boxes. Upagiptat a receiving box, each sub-request eith@reservice
directly, if there are less than,Ksub-requests currently served by that box. Othenitiss placed in a FIFO
gueue specific to the box. Once a total of y sulmets have entered service, all other M — 1 — yregbests

are deleted. Thus each request eventually generaley sub-requests.
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3.3. Rateless Code Algorithm

This section explains how to implement on-line @de more detailed description and analysis ofalgerithm

is available in [3],[11],[12]. On-line codes areachcterized by two parameterand q (in addition to the block
size). € determines the degree of sub optimality a messagebtocks can, with high probability, be decoded
(1+3¢)n from output blocks. The first step of the encodpmgpcess is to produce a composite message by
generating0.55¢:n auxiliary blocks and appending them to the origimessage. Each auxiliary block is
computed as the XOR of a number of message bladigsen as follows We first seed a pseudo-random
generator in a deter ministic way. Then, using plseudo-random generator, for each block of theiraig
message, we chospauxiliary blocks, uniformly. Each auxiliary bloé& computed as the XOR of all message
blocks we have assigned to it. We append thesdiayxblocks to the original message blocks, arardsulting

n'= (0.550¢+1)n blocks form the composite message. We call thesagesblocks that were XORed to produce a
check or auxiliary block its adjacentessage blocks. Decoding consists of one basic Bteg a check or
auxiliary block with exactly one unknown adjacergssage block and recover the unknown block (by XQRi
the check block and all other adjacent messagek$loRepeat this step until the entire original sage has
been recovered.

4. PREFETCHING PROTOCOL DESCRIBTION

In this section described about distributed préifietg protocol in Push-to-peer System. Whenevercitent
required video is not available in set-top-boxaentits establish connection to video server. Tttga, protocol
prefetch and store the content ahead of their laatyime from video server. One client is streamiitigo from
video server at that time any other client reqtiest same video to box, then requesting clienbimnected to
streaming client. If any content missing during dirof streaming, then simultaneously establish aroth
connection to the server.Assume that each clieabis to buffer the streamed content for a ceranount of
time after playback by overwriting its buffer ircecular manner.

Posttion 1n the
media object

Fz streams ffom Fa

time

Figure 1: Asynchronous Streaming

As shown in Figure R1 has enough buffer to store content for time leigt; i.e. the data cached in the
buffer is replaced by fresh data after an inteofalV1 time units. When the requd®2 arrives at timé = t2, the
content thaR2 wants to download is availableR1’s buffer and, hencéi2 starts streaming frol1 instead of
going to the server. Similarlyg3 streams fronR2 instead of the server. Thus, in Figure 1, levieigathe caches
at end-hosts helps to serve three clients usirtgojus stream from the server. In Figure 2, by thne trequest
R2 arrives, part of the content that it wants to dimad is missing froniR1’s buffer. This missing content is
shown as H in Figure 2. If the download rate is $hene as the playout rate, thea has no option but to
download from the server. However, if the netwddtgl) download rate is greater than the playbaté, then
R2 can open two simultaneous streams - one fRinand the other from the server. It can start doaaling
from R1 at the playback rate (assuming tRats buffer is being overwritten at the playbackera) and obtain
the content H from the server. After it has findldownloading H from the server, it can terminasesiream
from the server and continue downloading fr&h. This stream patching technique used to redupeeise
bandwidth. Assuming a total download rate cotbytes/second and a playback rate of 1 byte/secthed,
download rate of the stream from the server shbal@-1 bytes/second. Hence, for this technique to werk
>1=>a>2. Hence, we need the total download rate to beast twice the playback rate for stream patching

to work for a new arrival.
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Position 1n the
media obiect

H o}

>

time

Figure 2: Asynchronous Streaming

In the event that a client departs frompher-to-peer network, all the clients downloadiogn the buffer
of the departing client will have to switch thefremming session either to some other client orstrger. The
stream patching technique can be used by a chiethis situation as well to avoid downloading frtime server.
The stream patching technique may work in thisasittn even when the total download rate is lesa thace
the playout rate, i.ex < 2.

FPosition 1n the
media object

Ry streams from R from this
point oowrards
s

Ry stops

time
Figure 3: Delay in finding new download source

When the download rate is greater than thgoptrate, a client can pre-fetcbntent to its buffer before it
is time to playout that content. Pre-fetching cahtean help achieve a better playout quality inrlaye
multicast. In a realistic setting, there would beeatain delay involved in searching for a peedtsvnload
from; for example, consider the situation depidtedrig. 3. R3 starts streaming frofR2 on arrival. AfterR2
departs, as shown in Fig. 3, it tal®%D seconds (time units) to discover the new souraowailoadRl. If the
pre-fetched “future” content iR3’'s buffer, at the time olR2’s departure, requires more thBrnseconds (time
units) to playout (i.e. the size of the future @mitis greater thal® bytes, assuming a playout rate of 1
byte/second) then the playoutR8 does not suffer any disruption B2’s departure. If the size of the “future”
content is smaller thab bytes, therR3 will have to open a stream from the server, afthas finished playing
out its pre-fetched content, till it discoveR4. if the time required to playout the pre-fetcloemhtent is larger
than the delay involved in finding a new sourcedtovnload from, the playout &3 would not be disrupted
upon R2’'s departure from the peer-to-peer network. Ptehfag content is also advantageous when the
download rate is variable. A client can absorbrapterary degradation in download rate without affegthe
playout quality if it has sufficient pre-fetchedntent in its buffer.
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4.1. Control Parameters

In this paper, we analyze the importance and efféthe following three parameters in achievinglaiske (in
terms of server bandwidth), asynchronous delivéistreams in a peer-to-peer environment.
Download rate
1) a = -
Playout rate
Without loss of generality, we take tRéayout rateto be equal to 1 byte/second and, henceDinenload
rate becomes: bytes/second. We assume 1.

2) Tb: The time it takes to fill the buffer availableatlient at the download rate.
The actual buffer size at a client is, hencelTb bytes. The available buffer size at a client lintite
time for which a client can download the streara edte higher than the playout rate.

Future content
3) B =
Past content
p represents the ratio of the content yet to beqalayut, “future content”, to the content alreadsyeld out, past
content”, in the buffer.

4.2. Congtraintsin the case of an Arrival

For a new arrivaR0 to be able to download from the bufferRif, the inter-arrival time betwedR0 andR1
should be less thahb. If RO arrives more thaifib time units aftelR1, then part of the content tHad wants to
download would have been over-writterRih's buffer. Ifa < 2, then in such a situatid®0 has no option but to
stream from the server. Henceif< 2, a new arrival at timé = t0 can stream from only those clients that
arrived during the intervalD = [tO-Th, t0). If « > 2 andR1 is over-writing the content in its buffer at the
playout rate, thefRO can take advantage of the higher download raimigared to the playout rate) and the
stream patching technique to possibly avoid a cetapstreaming from the server and instead downficad
R1 and only patch the missing content from the senvés easy to verify that the size of the migstontent
thatRO needs to download from the server, in order tatile to stream froR1’s buffer, cannot be greater than
the size of the available buffer D, which isaxTh in our model. A newly arrived cliefRO can download from
the buffer ofR1 if the following conditions are satisfied:
* The inter-arrival time betwedR0 andRL1 is less thaifb, or
« If the inter-arrival time betweeR0 andRLl is greater thaifib, thena should be greater than or equal to
2, R1 must be over-writing the content in its bufferthé playout rate and the size of the content
missing fromR1’s buffer should be less than or equadt® Th.
The first condition ensures that the content nedgeRD is present iflRl’s buffer. The second condition defines
the scenario in which the stream patching technéguebe used bigO.

5. RESULTS AND DISCUSSIONS

We have implemented Push-to-peer VOD System usivg yith JMF. We have using socket programing for
implementation of video server and client moduld #imen set-top-boxes implemented by oracle9i datba
This system is implemented by two approaches whiah full striping scheme and code-based placement
scheme. The important videos are proactively storedet-top-boxes. Whenever video is require #nthvhich

is recontructed in target box from all other boXésthe required video is not available in set-tmpx, then set-
top-box manager establishing connection betweeroviserver and client and streaming video. Thatovide
prefetch and store ahead of play out time is dgnesing RTP and RTCP protocol in IMF.

In full striping scheme, the number of requestpringress varies from box to box, because a reaquesti
box does not place a request on it self. Also,aherall system service speed varies between (MylgBd
MBup depending on System state: when a single videmhbad takesplace, it proceeds at speed (Ms,)B
while an overall service rate of MBis achieved when sub-requests are served on sfisb@he number of
sub-request is same on all box, and the total seméapacity is also constant. Specifically, we =uoes a total
service capacity of Bta=MBup and assume this is stored evenly among active ldada. Denote by Lj is the
size of movie j in bytes and by Aj,m is amount ofmory in bytes dedicated to movie j on box m. Wallsh
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assume that a single copy of each movie is starexystem, which can be translated into the comgtEa=1
M=Lj.

In code-based placement scheme, we assume tbiatl atbrage capacity of Cflis denoted to movie j
, where C=M*(1+¢)/y+1 is expantion ratio. The solution based onoelitog assumes that for movie j , a total
guantity of Am=C*Lj/M data is stored on each individual box m. Thitadaonsist of symbols, such that for any
collection of y+1=M/C boxes, each movie can be nstwicted from the joint collections of symbolsrirall
these y+1 boxes.

6000 -
5000 -

4000

—e—FSS
—=—CBS

3000 -

2000 -

1000 -

max.req serve by Box 'Kmax'

100
1000
000
00

00

00
10000

no. of Boxes'M'

Figure 4: Maximun number of sub-request serveddsnh box in FSS and CBS Vs total no of boxes ‘Mhwi
video encoding/play back rateeir = 2 Mbps, upstream bandwidthuB= 1 Mbps, coding overhead= 0.05 and
Cc=2.

250000 -
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-—a—CBS

100000 -

50000

R T
=T v 1 v T

Data stored on each Box in bytes

Q
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AR S S N
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Figure 5: Content stored on each box in FSS and \Z8®tal no of boxes ‘M’ with size of videg £ 10
Mbytes and C = 2.

Figure 4 shows that maximum nunmtfesub-request serve by each box in FSS and CB®agipes
are varies with respect to number of set-top-boXdwese are described that FSS allows viewers te tak
advantages of bandwidth from all M boxes regardigflssumber of served viewers, while CBS constrains
number of boxes. Also, the service rate are eqeallye in FSS approach because all boxes useddbmeovie
request . So, the service speed at FSS approelssshan CBS service rate. Because CBS approaahiesq
constrains minimum boxes compared to FSS appré&ahthe waiting time of client in CBS is more I¢lsan
the system in FSS approach.
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Figure 5 shows that amount of memory itebydedicated to movie j on box ‘m’ is varies wigispect to
number of boxes increases in FSS and CBS apprddwh.CBS pushes 20 copies of videos to 10 boxes
collectively. On the other hand, the FSS pusheg oné copy of the video. The FSS consistently atipes
the CBS, even thougth the last scheme benefits faoger amount of data stored on each boxes.

6. CONCLUSION AND FUTURE DIRECTION

Push-to-Peer Video-on-Demand System has impleménydtie two approaches with distributed prefetching
protocol in which the two approaches are full $tgpscheme and code-based scheme. The video server
proactively pushed the important video into setibopes in client premises that in DSLAM in a DSliwerk.

The boxes are served the required video to clipatiectly. Then, the prefetching protocol strearntetlvideo

to client, whenever the client required video i$ agailable in set-top-boxes. This system coulducedclient
waiting time, server load, network congestion aativork load. The Project will be extended by clisntlient
streaming using prefetching protocol, while the sandeo is downloading from video server or anottiemt.

If any content missing during streaming from anoitleent or departure of that client, then it's sitaneously
establish a connection to server and then dowrtloadhissing content from server.
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